
Math Models & Their Analysis, MATH 235 Instructor: Dr. T.I. Lakoba

Background from Linear Algebra

• We will consider only matrices with real-valued entries.

• Notations:

– Matrices will be denoted by capital letters in regular (i.e., not bold) font: e.g., A.

– Column vectors will be denoted by lower-case letters in bold font: e.g., u.

– Row vectors will be denoted similarly to column vectors, but with the operation of trans-
position: e.g., vT .

– Scalars will be denoted by lower-case letters in regular font: e.g., a.

• I will denote the identity matrix of appropriate dimension.

Rank of a matrix

Rank of matrix A, often denoted as rank(A), is the number of its linearly independent1 columns.
Theorem:

The number of linearly independent columns of any matrix equals the number of its linearly indepen-
dent rows. Equivalently:

rank(A) = rank(AT ). (1)

Orthogonal matrices

Any matrix can be viewed as a collection of its columns:

Q = [q1, q2, . . . , qn]. (2)

A square matrix is called orthogonal if its columns are orthonormal vectors:

qT
i qj = 0 for i 6= j and qT

i qi = 1. (3)

As a corollary of (3), any orthogonal matrix satisfies:

QT Q = I. (4a)

Thus, the inverse of an orthogonal matrix is simply its transpose:

Q−1 = QT , (4b)

and therefore, by a property of the inverse matrix, one also has

QQT = I. (4c)

This implies that QT is also an orthogonal matrix, and hence not only columns, but also rows, of an
orthogonal matrix are orthogonal.

1You may not necessarily remember what “linear independent” means. As with any concept that you don’t remember
— it’s okay. You just have to refresh your memory on this concept on your own. The same applies to all other concepts
from your elementary Linear Algebra course that you encounter in this leaflet.
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Alternative view of matrix-matrix multiplication

When multiplying two matrices, you are essentially multiplying the left matrix by each column of the
right matrix:

AB ≡ A [b1, b2, . . . ,bn ] = [Ab1, Ab2, . . . , Abn ]. (5)

Corollary:
Let A = u with u ≡ [u1, u2, . . . , um]T and B = vT with vT ≡ [v1, v2, . . . , vn]. Then the outer
product of u and v is the m× n matrix

uvT (5)
=


∣∣∣ ∣∣∣ ∣∣∣

u v1 u v2 · · · u vn∣∣∣ ∣∣∣ ∣∣∣
 . (6a)

Alternatively, if we use the more conventional, row-by-column way of matrix multiplication, we can
rewrite the left-hand side of (6a) as:

uvT =


−−− u1 v

T −−−
−−− u2 v

T −−−
· · ·

−−− um vT −−−

 . (6b)

Here and below in this document, the vertical and horizontal lines are added to help you visualize the
(vertical or horizontal) arrangement of columns or rows, respectively. Equations (6) show that uvT

has rank one (another way to say the same is that it is a rank-1 matrix).

Alternative view of matrix-vector multiplication

If A = [ a1, a2, . . . , an ] and u ≡ [u1, u2, . . . , um]T , then

Au = u1 a1 + u2 a2 + · · ·+ un an. (7)

You should convince yourself of this fact by considering an example of some 2× 2 matrix (say, with
entries 1, 2, 3, 4) and u = [u1, u2]

T .

Rank-k matrices

Above you have seen that uvT is a rank-1 matrix. One can construct a rank-2 matrix (i.e. a matrix
whose rank equals 2) as follows. Let the set of two vectors {u1, u2} be linear independent, and so be
the set {v1, v2}. Then the following outer product produces a rank-2 matrix:

[u1, u2 ]

(
vT
1

vT
2

)
= u1 v

T
1 + u2 v

T
2 . (8)
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You should convince yourself of correctness of this formula by considering a simple example, e.g.:(
11 12
21 22

) (
101 102 103
201 202 203

)
=(

11 · 101 + 12 · 201 11 · 102 + 12 · 202 11 · 103 + 12 · 203
21 · 101 + 22 · 201 21 · 102 + 22 · 202 21 · 103 + 22 · 203

)
=(

11 · 101 11 · 102 11 · 103
21 · 101 21 · 102 21 · 103

)
+

(
12 · 201 12 · 202 12 · 203
22 · 201 22 · 202 22 · 203

)
. (9)

Similarly, if a set of k vectors {u1, u2, . . . ,uk} is linear independent, and so is the set {v1, v2, . . . ,vk},
then the following outer product produces a rank-k matrix:

∣∣∣ ∣∣∣ ∣∣∣
u1 u2 · · · uk∣∣∣ ∣∣∣ ∣∣∣



−−− vT

1 −−−
−−− vT

2 −−−
· · ·

−−− vT
k −−−

 = u1 v
T
1 + u2 v

T
2 + . . . + uk v

T
k . (10)

Multiplication by a diagonal matrix

Let Σ be an n × n diagonal matrix; that is, its only nonzero entries are located on its main diagonal.
A shorthand notation for this is: Σ = diag(σ1, σ2, . . . , σn). Then:

• Multiplying any n × p matrix A by Σ on the left results in multiplying each row of A by its
respective σi:

ΣA ≡


σ1 0 · · · 0
0 σ2 · · · 0

. . .
0 0 . . . σn



−−− aT

1 −−−
−−− aT

2 −−−
· · ·

−−− aT
n −−−

 =


−−− σ1 a

T
1 −−−

−−− σ2 a
T
2 −−−

· · ·
−−− σn a

T
n −−−

 . (11)

• Multiplying any m× n matrix B by Σ on the right results in multiplying each column of B by
its respective σi:

B Σ ≡


∣∣∣ ∣∣∣ ∣∣∣
b1 b2 · · · bn∣∣∣ ∣∣∣ ∣∣∣




σ1 0 · · · 0
0 σ2 · · · 0

. . .
0 0 . . . σn

 =


∣∣∣ ∣∣∣ ∣∣∣

σ1 b1 σ2 b2 · · · σn bn∣∣∣ ∣∣∣ ∣∣∣
 .

(12)

You should verify these statements for some 2× 2 matrices A and B (say, with entries 1, 2, 3, 4) and
a 2× 2 matrix Σ = diag(σ1, σ2).
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