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Similarly we may obtain the difference approximation for the boundary
condition at x = Xy, as

iy = Uy — by + B + Has) {6.161)

Substituting for uj and wy,; from (6.158) into (6.160) and (6.161) the third
boundary value problem may be replaced by the following equations

(14 2o =+ s+ 10+ 2 =0
=ty + 20y — gy + FBaf_y + B} + Baufy) =0,
— iy + (1 + ,:fu)ﬂml + W& fw + lfnr+1:l—h—ﬂ—ﬂ

[

1<j<N
(6.162)

The system of nonlinear equations (6.162) is generally solved by the
Newton-Raphson method discussed in Chapter 2.

6.6.3 Convergence of Difference Schemes

We shall now use some properties of the matrices given in Chapter 3 for
establishing the convergence of the difference schemes for the numerical
solution of the boundary value problem (6.137-6.138). The exact solution
w(x) of (6.156) satisfies

—u(xy_g) -+ 2u(5;) — ulxya1) + FBof -1, ulxs-0)) + By u(x;))
+Baf(xpsr, Wxp)) + T, =0, 1<j<n (6.163)

where T is the truncation error.
Subtracting (6.163) from (6.156) and applying the Mean-Value Theorem, rnﬂ.
and substituting «; = u; — u(x;) we get the error equation

.

ME={(J4+QE=T (6.164) (g
where - {//
E=[ae...f, T=[NT...T5]) —
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Thus we note from (6.164) that the convergence of the difference sc:lmmns
depends on the properties of the matrix M. We now show that the matrix

" M=J+4+Q is an irreducible, monotone matrix such that M = J and

Q=0 Since fy =0,v=0,1,2and f, >0,j= I{I}N. we have Q=0
and hence

M=J4+Q=J1
It follows that

0<M-t<J! (6.165)
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From (6.164), we have

IEN < M- < -0 0T (6.166

In order to simplify (6.166) further we determine J ! = (i, ) explicitly
On multiplying the rows of J by the jth column of J=, we have thé follow
ing equations: -

@ 2, ,—Jr; =0 _

() —fiot, y+ 2 g—ds,y =0, 2=igj—1

Gl —dr s+ Upns—f =1 (6.167
@) —f-ns+ 2 —dwr =0, j+1<i<N-—1
M —dy-1, 5+ U,y =0 ]
The solution of (6.167ii), using (6.167i), is given by
Jiy=cd, 2<€i<j—1 (¢cL= 14,8 - (6.168

where ¢ is independent of , but may depend on j Similarly the solutim
of (6.167iv), using (6.167v), is given by

j;_;=c1(l—h,—“). J+1=sisN=1 (6.165

The constant ¢ depends only on j. On equating the expression for j,
obtained from (6.168) and (6.169) for §{ = j, we get

; o .
al=na (1 TN+ 1)
Also, on substituting the values of jj, (i =j— I, f+ 1) obtained ﬁ'ul
(6.168) and (6.169) in [ﬁ 167iii), we have

(6.17¢
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"‘+N+1—‘ : (6

Finally from (6.171) and (6.170), we get

N—J+1
N+ 1

On sul:mir.uxing the values of ¢y and ¢, we have

a=j, = (6.17

: {N+‘1T"’ b
1= iN=i41)

N+4+1 °

From (6.173) we see that J-! is symmetric.
The row sum of J- is given as

N—i41)  (x—a)b—x)
2 - 2kt

(6.17
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